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There have been numerous advances in the computer hardware over the last 15 years that drove the 
current and emerging architectures for exascale-era computing. Networking techniques have been 
integrated into the memory hierarchy resulting in multi-layered (w.r.t. memory and network) 
supercomputing architectures. In the past 15 years we developed the theory for parallel mesh 

generation capable of taking advantage of multi-layered architectures [1, 2]. By combining our 
experience in designing algorithms and software, for each of the layers, we have developed a novel 

telescopic approach which explores concurrency at different levels of granularity: (1) medium-grain 
level for multiple cores within a single chip, and (2) coarse-grain level for multiple chips within a node or 

a cluster, both using proper error metrics and application-specific discrete data and continuous domain 
decomposition methods. By leveraging careful mapping of work units of each parallel meshing method 

to each level of the memory hierarchy, the telescopic approach is capable of creating guaranteed quality 
aerospace simulations. For example, in order to accurately model the entirety of the neuron network in 

the human brain model, one will need more than 100 trillion elements, this requires a massive amount 

of memory. Likewise, in aerospace engineering, 
NASA’s CFD vision for 2030 addresses the need 

for a highly efficient and scalable parallel mesh 
generation method, which is essential for 

simulating the physics in pertinent complex 
systems . Such data sets can be handled only by 

taking advantage of the full potential of the 
upcoming HPC systems. Our preliminary data 

are encouraging,  to the best of our knowledge, 
we were the first to generate 18M elms/sec on 
256 cores [3] while mathematically guarantee 
quality and fidelity of the meshes.   
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