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ABSTRACT
In this paper, we present a parallel Image-to-Mesh Conversion (I2M) algorithm with quality and fidelity guarantees achieved by dynamic point insertions and removals. Starting directly from an image, it is able to recover the isosurface and mesh the volume with tetrahedra of good shape. Our tightly-coupled shared-memory parallel speculative execution paradigm employs carefully designed contention managers, load balancing, synchronization and optimizations schemes which boost the parallel efficiency with little overhead: our single-threaded performance is faster than CGAL, the state of the art sequential mesh generation software we are aware of. The effectiveness of our method is shown on Blacklight, the Pittsburgh Supercomputing Center’s cache-coherent NUMA machine, via a series of case studies justifying our choices. We observe a more than 82% strong scaling efficiency for up to 64 cores, and a more than 95% weak scaling efficiency for up to 144 cores, reaching a rate of 14.7 Million Elements per second. To the best of our knowledge, this is the fastest and most scalable 3D Delaunay refinement algorithm.

1 Introduction
Image-to-mesh (I2M) conversion enables patient-specific Finite Element modeling in image guided diagnosis and therapy. The ability to tessellate a medical image of multiple tissues into tetrahedra enables Finite Element (FE) Analysis on patient-specific models [6,38]. This has significant implications in many areas, such as imaged-guided therapy, development of advanced patient-specific blood flow mathematical models for the prevention and treatment of stroke, recovers the isosurface(s) \( \partial \mathcal{O} \) of the object(s) \( \mathcal{O} \) and meshes the volume concurrently. Our method is able to produce millions of high-quality elements within seconds respecting at the same time the exterior and interior boundaries of tissues. As far as we know, PI2M is the first parallel Isosurface-based method.

In the parallel mesh generation literature, only PLC-based methods have been considered. That is, either Isosurface-based methods or \( \partial \mathcal{O} \) of the volume \( \mathcal{O} \) (about to be meshed) is given as a Piecewise Linear Complex (PLC) which contains linear segments and polygonal facets embedded in 3 dimensions [19,21,41,51]. The limitation of this method is that the success of meshing depends on the quality of the given PLC: if the PLC forms very small angles, then termination might be compromised [51,53].

The Isosurface-based methods assume that \( \mathcal{O} \) is known through a function \( f : \mathbb{R}^3 \rightarrow \mathbb{R} \), such that points in different regions of interest evaluate \( f \) differently. This assumption covers a wide range of inputs used in modeling and simulation, such as parametric surfaces/volumes [45], level-sets and segmented multi-labeled images [15,36,46]. Function \( f \) can also represent PLCs [36] (albeit without topological guarantees), a fact that makes the Isosurface-based method a general approach. Isosurface-based methods ought to recover and mesh both the isosurface \( \partial \mathcal{O} \) and the volume. Also, since the isosurface is not already meshed into a PLC but it is recovered and meshed during refinement, this method does not suffer from any angle constraints.

In this paper, we present a parallel high quality Delaunay Image-to-Mesh Conversion (PI2M) Isosurface-based algorithm which, starting from a multi-labeled segmented image, recovers the isosurface(s) \( \partial \mathcal{O} \) of the object(s) \( \mathcal{O} \) and meshes the volume concurrently. Our method is able to produce millions of high-quality elements within seconds respecting at the same time the exterior and interior boundaries of tissues. As far as we know, PI2M is the first parallel Isosurface-based method.

In the parallel mesh generation literature, only PLC-based methods have been considered. That is, either \( \mathcal{O} \) is given as an initial mesh [17,23,32,56] or \( \partial \mathcal{O} \) is already represented as a polyhedral domain [29,33,37,42]. We, on the contrary, mesh both the volume and the isosurface directly from an image and not from a polyhedral domain. This flexibility offers great control over the trade-off between quality and fidelity: parts of the isosurface of high curvature can be meshed with more elements of better quality. Moreover, our technique avoids the undesired “stair-case” effect [15,46] that occurs to algorithms that treat the surface voxels as the PLC of the domain [19] (since those input planar facets meet always at 0 or 90 degrees) or to algorithms that heuristically recover the isosurface [40] without topological guarantees.

PI2M recovers the tissues’ boundaries and generates quality meshes through a sequence of dynamic insertion and deletion of points which is computed on the fly and in parallel during the course of refinement. Note that none of the parallel Delaunay refinement algorithms we know of support point removals. Point removal, however, offers new and rich
refinement schemes which are shown in the sequential meshing literature [26, 34] to be very effective in practice.

In our previous work [27], we implemented a parallel Triangulator able to support fully dynamic insertions and removals. Our parallel Triangulator, however, has one major limitation: as is the case with all Triangulators [8, 11, 12, 27], it tessellates only the convex hull of a set of points, and it is not concerned with any quality or fidelity constraints imposed by the input geometry and the user. Also, in parallel triangulation literature [8, 11, 12], the pointset (whose convex hull is to be constructed) is static and given before the algorithm starts. In this paper, we extend our previous work [27], such that the “discovery” of the (dynamically changing) set of points to be inserted or removed (that will eventually force the final mesh to satisfy the quality and fidelity constraints) is performed in parallel as well: a very dynamic process that increases parallel complexity even more. This is neither incremental nor a trivial extension.

In this paper, we design and implement PI2M, a parallel Isosurface-based Delaunay mesh refinement scheme based on our earlier sequential prototype [26, 28]. Our implementation employs low level locking mechanisms, carefully designed contention managers, and well-suited load balancing schemes that not only boost the parallel performance, but they exhibit very little overhead: our single threaded performance is more than 10 times faster than our previous sequential code and it is consistently 35% faster than CGAL [2], the state of the art Isosurface-based meshing tool.

Parallel Delaunay refinement is a highly irregular and data-intensive application and as such, it is very dynamic in terms of resource management. Implementing an efficient parallel Delaunay refinement would help the community gain insight into a whole family of problems characterized by unpredictable communication patterns [7]. We test and show the effectiveness of PI2M on the challenging cc-NUMA architecture; specifically, we used the Pittsburgh Supercomputing Center’s Blacklight, employing BoostC++ threads. We observe a more than 82% strong scaling efficiency for up to 64 cores, and a more than 95% weak scaling efficiency for up to 144 cores, reaching a rate of 14.7 Million Elements per second. We are not aware of any 3D parallel Delaunay refinement method achieving such a performance, on either distributed or shared-memory architectures. For a higher core count, however, our method exhibits considerable performance degradation. We show that this deterioration is not because of load imbalance or high thread contention, but because of the intensive and hop-wise slower communication traffic involved in increased problem sizes. This problem could be potentially alleviated by using hybrid approaches to explore network hierarchies [22]. However, this is outside the scope of the paper. Our goal is to develop the most efficient and scalable method on a moderate number of cores. Our long term goal is to increase scalability by exploiting concurrency at different levels [22].

In summary, the method we present (PI2M): (1) exhibits the best single-threaded performance, to the best of our knowledge, (2) supports parallel Delaunay insertions and removals; past methods including ours dealt only with point insertions, a much easier task, (3) conforms to user-specified quality, and most importantly, to the newly added fidelity constraints, (4) recovers and meshes the isosurface with topological and geometric guarantees from the beginning of mesh refinement, and thus exploits parallelism earlier (see Figure 4), and (5) fills the volume of the domain $O$ with millions of high-quality tetrahedra within seconds.

Section 2 presents the related work. Section 3 briefly describes the Sequential Delaunay Refinement for Smooth Surfaces and Section 4 outlines the basic building blocks of our parallel implementation. Section 5 presents the Contention Managers. Section 6 presents the strong and weak scaling results together with load balancing improvements. Section 7 is dedicated to single-threaded evaluation. Section 8 summarizes our findings and concludes the paper.

2 Related Work

There is extensive previous work on parallel mesh generation, including various techniques, such as: Delaunay, Octree, or Advancing Front meshing. Note that parallel Delaunay mesh generation/refinement should not be confused with parallel Delaunay triangulation [8, 11, 12, 27]. Delaunay triangulation tessellates the convex hull of a given, static set of points. Mesh generation focuses on element quality and the conformity to the tissues’ boundary, which necessitates the parallel insertion or removal of points which are gradually and concurrently discovered through refinement.

One of the main differences between our method and the other parallel mesh generation algorithms in the literature is that they either have the surface of the domain given as a polyhedron, or the extraction of the polyhedron is done sequentially, or they start by an initial background octree. As explained in Section 1, our method constructs the polyhedral representation of the object’s surface in parallel, together with the volume meshing, thus taking advantage of another degree of parallelism.

Given an initial mesh, de Cougny and Shephard [23] dynamically repartition the domain such that every processor has equal work. They also describe “vertex snapping”, a method that can be used for the representation of curved boundaries, but they give no guarantees about the achieved fidelity (both geometrically and topologically). In [42], the authors implement a tightly-coupled method like ours. We, however, take extra care to greatly reduce the number of rollbacks (see Section 5), and thus achieve excellent speedups for a higher core count. In [18] and [37], a partially-coupled and a decoupled method for distributed systems is developed based on medial axis decomposition. Medial axis decomposition in 3D inputs, however, is a very challenging and still unsolved task. In contrast, our method does not rely on any domain decomposition, and as such, it is flexible enough to be extended to arbitrary dimensions. Kadow [33] starts from a polygonal surface (PSLG) and offers tightly coupled refinement schemes in 2D, respectively. In our case, the polyhedral representation of the object’s surface is done in parallel, which adds extra functionality. In [20], the authors present a method which allows the safe insertion of points independently without synchronization. The extension, however, of their method for point removal support is not straightforward. Galtier and George [29] compute a smooth separator and distribute the subdomains to distinct processors. However, the separators they create might not be Delaunay-admissible and thus they need to restart the process from the beginning. Weatherill et al. [49] subdivide the domain into decoupled blocks. Each block then is meshed with considerably less communication and synchronization.

Tu et al. [56] describe a parallel octree method that interacts with the solver in parallel and efficiently. The work of Zhou et
al. [58], and the Forest-of-actrees method of Burstedde et al. [17] offer techniques for fair and efficient data migration and partitioning in parallel. Load balancing and data migration is also used by Okusanya and Peraire [43] to distribute bad elements across processors. It is possible to start from an initial mesh and Löhner [39] from a PLC for subsequent parallel mesh generation in advancing front fashion. Oliker and Biswas [44] employ three different architectures to test the applicability of 2D adaptive mesh refinement. They conclude that unstructured mesh refinement is not suitable for cc-NUMA architectures: irregular communication patterns and lack of data locality deteriorate performance sometimes even on just 4 cores. In this paper, we show that this becomes a problem in a much higher core count; i.e., with this work, we push the envelope even further. Clearly, this approach has its own limitations, but a highly scalable and efficient NUMA implementation combined with the decoupled and partially coupled approaches we developed in the past can allow us to explore concurrency levels in the order of at least $10^8$ to $10^{10}$ [22].

### 3 Delaunay Refinement for Smooth Surfaces

Sequential Delaunay Refinement for smooth surfaces is presented in detail in the literature [45, 46] and in our previous work [26, 28]. In this Section, we briefly outline the main concepts.

As is usually the case in the literature [3, 36, 46], we assume that the surface of the object $\partial O$ to be meshed is a closed smooth 2-manifold. To prove that the boundary $\partial M$ of the final mesh $M$ is geometrically and topologically equivalent with $\partial O$, we make use of the sample theory [3].

Omitting the details, it can be proved [3, 4] that the Delaunay triangulation of a dense pointset lying precisely on the isosurface $\partial O$ contains (as a subset) the correct mesh $M$. That mesh consists of the tetrahedra $t$ whose circumcenters $c(t)$ lies inside $O$. Formally, the sample theorem could be stated as follows [4, 14, 25]:

**Theorem 1.** Let $V$ be samples of $\partial O$. If for any point $p \in \partial O$, there is a sample $v \in V$ such that $|v - p| \leq \delta$, then the boundary triangles of $D_O(V)$ is a provably good topological approximation of $\partial O$. Also, the 2-sided Hausdorff distance between the mesh and $\partial O$ is $O(\delta^2)$.

Typical values for $\delta$ are usually fractions of the local feature size of $\partial O$. See [4, 14, 25, 45] for well defined $\delta$ parameters. In our application, $\delta$ values equal to multiples of the voxel size is sufficient.

Therefore, one of the goals of the refinement is to sample the isosurface densely enough. To achieve that, our algorithm first constructs a virtual box which encloses $O$. The box is then triangulated into 6 tetrahedra, as shown in Figure 1. This is the only sequential part of our method. Next, it dynamically computes new points to be inserted into or removed from the mesh maintaining the Delaunay property. This process continues, until certain fidelity and quality criteria are met. Specifically, the vertices removed or inserted are divided into 3 groups: isosurface vertices, circumcenters, and surface-centers.

The isosurface vertices will eventually form the sampling of the surface so that Theorem 1 holds together with its theoretical guarantees about the fidelity of the mesh boundary. Let $c(t)$ be the circumcenter of a tetrahedron $t$. In order to guarantee termination, our algorithm inserts the isosurface vertex which is the closest to $c(t)$. In the sequel, we shall refer to the Closest IsoSurface vertex of a point $p$ as cis $(p) \in \partial O$. The isosurface vertices (like the circumcenters) are computed during the refinement dynamically with the help of a parallel Euclidean Distance Transformation (EDT) presented and implemented in [54]. Specifically, the EDT returns the surface voxel $p$ which is closest to $p$. A surface-voxel is a voxel that lies inside the foreground and has at least one neighbor of different label. Then, we traverse the ray $pp'$ on small intervals and we compute cis $(p) \in \partial O$ by interpolating the positions of different labels [40]. The density of the inserted isosurface vertices is defined by the user by a parameter $\delta > 0$. A low value for $\delta$ implies a denser sampling of the surface, and therefore, according to Theorem 1, a better approximation of $\partial O$.

The circumcenter $c(t)$ of a tetrahedron $t$ is inserted when $t$ has low quality (in terms of its radius-edge ratio [51]) or because its circumradius $r(t)$ is larger than a user-defined size $s_f(t)$. Circumcenters might also be chosen to be removed, when they lie close to an isosurface vertex, because in this case termination is compromised.

Consider a facet $f$ of a tetrahedron. The Voronoi edge $V(f)$ of $f$ is the segment connecting the circumcenters of the two tetrahedra that contain $f$. The intersection $V(f) \cap \partial O$ is called a surface-center and is denoted by $c_{surf}(f)$. During refinement, surface-centers are computed similarly to the isosurfaces (i.e., by traversing $V(f)$ on small intervals and interpolating positions of different labels) and inserted into the mesh to improve the planar angles of the boundary mesh triangles [52] and to ensure that the vertices of the boundary mesh triangles lie precisely on the isosurface [45].

In summary, tetrahedra and faces are refined according to the following Refinement Rules: (R1) Let $t$ be an intersecting tetrahedron. Compute the closest isosurface point $z = cis(c(t))$. If $z$ is at a distance not closer than $\delta$ to any other isosurface vertex, then $z$ is inserted. (R2) Let $t$ be an intersecting tetrahedron. Compute the closest isosurface point $z = cis(c(t))$. If its radius $r(t)$ is larger than $2 \cdot \delta$, then $c(t)$ is inserted. (R3) Let $f$ be a facet whose Voronoi edge $V(f)$ intersects $\partial O$ at $c_{surf}(f)$. If either its smallest planar angle is less than $30^\circ$ or a vertex of $f$ is not an isosurface vertex, then $c_{surf}(f)$ is inserted. (R4) If $t$ is an interior tetrahedron whose radius-edge ratio is larger than 2, then $c(t)$ is inserted. (R5) Let $t$ be an interior tetrahedron. If its radius $r(t)$ is larger than $s_f(c(t))$, then $c(t)$ is inserted. (R6) Let $t$ be incident to an isosurface vertex $z$. All the already inserted circumcenters closer than $2\delta$ to $z$ are deleted.

Rules R1 and R2 are responsible for creating the appropriate dense sample so that the boundary triangles of the resulting mesh satisfy Theorem 1 and thus the fidelity guar-
1) **Poor Element List (PEL):** Each thread \( T_i \) maintains its own *Poor Element List (PEL)* \( PEL_i \). PEL contains the tetrahedra that violate the Refinement Rules and need to be refined by thread \( T_i \) accordingly.

2) **Operation:** An operation that refines an element can be either an insertion of a point \( p \) or the removal of a vertex \( p \). In the case of insertion, the cavity \( C(p) \) needs to be found and re-triangulated according to the well known Bowyer-Watson kernel [16, 57]. Specifically, \( C(p) \) consists of the elements whose circumsphere contains \( p \). These elements are deleted (because they violate the Delaunay property) and \( p \) is connected to the vertices of the boundary of \( C(p) \). In the case of a removal, the ball \( B(p) \) needs to be re-triangulated. As explained in [24], this is a more challenging operation than insertion, because the re-triangulation of the ball in degenerate cases is not unique which implies the creation of illegal elements, i.e., elements that cannot be connected with the corresponding elements outside the ball. We overcome this difficulty by computing a local Delaunay triangulation \( D_{B(p)} \) (or \( D_{B} \) for brevity) of the vertices incident to \( p \), such that the vertices inserted earlier in the shared triangulation are inserted into \( D_{B} \) first. In order to avoid races associated with writing, reading, and deleting vertices/cells from a PEL or the shared mesh, any vertex touched during the operation of cavity expansion, or ball filling needs to be locked. We utilize GCC’s atomic built-in functions for this goal, since they perform faster than the conventional pthread try_locks. Indeed, replacing pthread locks (our first implementation) with GCC’s atomic built-ins (current implementation) decreased the execution time by 3.6% on 1 core and by 4.2% on 12 cores.

In the case a vertex is already locked by another thread, then we have a *rollback*: the operation is stopped and the changes are discarded [42]. When a rollback occurs, the thread moves on to the next bad element in its PEL.

3) **Update new and deleted cells:** After a thread \( T_i \) completes an operation, new cells are created and some cells are invalidated. The new cells are those that re-triangulate the cavity (in case of an insertion) or the ball (in case of a removal) of a point \( p \) and the invalidated cells are those that used to form the cavity or the ball of \( p \) right before the operation. \( T_i \) determines whether a newly created element violates a rule. If it does, then \( T_i \) pushes it back to \( PEL_i \) (or to another thread’s PEL, see below) for future refinement. Also, \( T_i \) removes the invalidated elements from the PEL they have been residing in so far, which might be the PEL of another thread. To decrease the synchronization involved for the concurrent access to the PELs, if the invalidated cell \( c \) resides in another thread \( T_j \)’s PEL, then \( T_i \) removes \( c \) from PEL\(_j\) only if \( T_j \) belongs to the same socket with \( T_i \). Otherwise, \( T_i \) raises cell \( c \)’s invalidation flag, so that \( T_j \) can remove it when \( T_j \) examines \( c \).

4) **Load Balancer:** Right after the triangulation of the virtual box and the sequential creation of the first 6 tetrahedra, only the main thread might have a non-empty PEL. Clearly, Load Balancing is a fundamental aspect of our implementation. Our base (not optimized) Load Balancer is the classic *Random Work Stealing* (RHW) [13] technique, since it best fits our implementation design. In Section 6.1, we implement an optimized work stealing balancer that takes advantage of the NUMA architecture and achieves an excellent performance.

If the poor element list \( PEL_i \) of a thread \( T_i \) is empty of elements, \( T_i \) “pushes back” its ID to the *Begging List*, a global array that tracks down threads without work. Then, \( T_i \) is busy-waiting and can be awakened by a thread \( T_j \) right after \( T_j \) gives some work to \( T_i \). A running thread \( T_j \), every time it completes an operation (i.e., a Delaunay insertion or a Delaunay removal), it gathers the newly created elements and places the ones that are poor to the PEL of the first thread \( T_i \) found in the begging list. The classification of whether or not a newly created cell is poor or not is done by \( T_j \). \( T_j \) also removes \( T_i \) from the *Begging List*.

To decrease unnecessary communication, a thread is not allowed to give work to threads, if it does not have enough poor elements in its PEL. Hence, each thread \( T_i \) maintains a counter that keeps track of all the poor and *valid* cells that reside in \( PEL_i \). \( T_i \) is forbidden to give work to a thread, if the counter is less than a threshold. We set that threshold equal to 5, since it yielded the best results. When \( T_i \) invalidates an element \( c \) or when it makes a poor element \( c \) not to be poor anymore, it decreases accordingly the counter of the thread that contains \( c \) in its PEL. Similarly, when \( T_j \) gives extra poor elements to a thread, \( T_i \) increases the counter of the corresponding thread.

5) **Contention Manager (CM):** In order to eliminate livelocks caused by repeated rollbacks, threads talk to a *Contention Manager (CM)*. Its purpose is to pause on run-time the execution of some threads making sure that at least one will do useful work so that system throughput can never get stuck [50]. See Section 5 for approaches able to greatly reduce the number of rollbacks and yield a considerable speedup, even in the absence of enough parallelism. Contention managers avoid energy waste because of rollbacks and reduce dynamic power consumption, by throttling the number of threads that contend, thereby providing an opportunity for the runtime system to place some cores in deep low power states.

5 **Contention Manager**

The goal of the Contention Manager (CM) is to reduce the number of rollbacks and guarantee the absence of rollbacks, if possible [31, 50].

We implemented and compared three contention techniques: the *Aggressive Contention Manager* (Aggressive-CM) [50], the *Random Contention Manager* (Random-CM), and the *Global Contention Manager* (Global-CM).

The Aggressive-CM and Random-CM are non-blocking schemes. As is usually the case for non-blocking schemes [5, 31, 35, 42, 50], we do not prove absence of livelocks for these
techniques. Nevertheless, they are useful for comparison purposes as Aggressive-CM is the simplest to implement, and Random-CM has already been presented in the mesh generation literature [5, 35, 42].

Note that none of the earlier Transactional Memory techniques [31, 50] and the Random Contention Managers presented in the past [5, 35, 42] solve the livelock problem. In this section, we show that if livelocks are not provably eliminated in our application, then termination is compromised on high core counts.

5.1 Aggressive-CM

The Aggressive-CM is a brute-force technique, since there is no special treatment. Threads greedily attempt to apply the operation, and in case of a rollback, they just discard the changes, and move on to the next poor element to refine (if there is any). The purpose of this technique is to show that reducing the number of rollbacks is not just a matter of performance, but a matter of correctness. Indeed, experimental evaluation (see Section 5.4) shows that Aggressive-CM very often suffers from livelocks.

5.2 Random-CM

Random-CM has already been presented (with minor differences) in the literature [5, 35, 42] and worked fairly well, i.e., no livelocks were observed in practice. This scheme lets “randomness” choose the execution scenario that would eliminate livelocks. We implement this technique as well to show that our application needs considerably more efficient CMs. Indeed, recall that in our case, there is no much parallelism in the beginning of refinement and therefore, there is no much randomness that can be used to break the livelock.

Each thread $T_i$ counts the number of consecutive rollbacks $r_i$. If $r_i$ exceeds a specified upper value $r^+$, then $T_i$ sleeps for a random time interval $t_i$. If the consecutive rollbacks break because an operation was successfully finished then $r_i$ is reset to 0. The time interval $t_i$ is in milliseconds and is a randomly generated number between 1 and $r^+$. The value of $r^+$ is set to 5. Other values yielded similar results. Note that lower values for $r^+$ do not necessarily imply faster executions. A low $r^+$ decreases the number of rollbacks much more, but increases the number of times that a contented thread goes to sleep (for $t_i$ milliseconds). On the other hand, a high $r^+$ increases the number of rollbacks, but randomness is given more chance to avoid livelocks; that is, a contented thread has now more chances to find other elements to refine before it goes to sleep (for $t_i$ milliseconds).

Random-CM cannot guarantee the absence of livelocks. As noted in [10], this randomness can rarely lead to livelocks, but it should be rejected as it is not a valid solution. We also experimentally verified that livelocks are not that rare (see Section 5.4).

5.3 Global-CM

Global-CM maintains a global Contention List (CL). If a thread $T_i$ encounters a rollback, then it writes its id in CL and it busy waits (i.e., it blocks). Threads waiting in CL are potentially awakened (in FIFO order) by threads that have made a lot of progress, or in other words, by threads that have not recently encountered many rollbacks. Therefore, each thread $T_i$ computes its “progress” by counting how many consecutive successful operations $s_i$ have been performed without an interruption by a rollback. If $s_i$ exceeds a upper value $s^+$, then $T_i$ awakes the first thread in CL, if any. The value for $s^+$ is set to 10. Experimentally, we found that this value yielded the best results.

Global-CM can never create livelocks, because it is a blocking mechanism as opposed to random-CM which does not block any thread. Nevertheless, the system might end up to a deadlock, because of the interaction with the Load Balancing’s Begging List BL (see the Load Balancer in Section 4). Therefore, at any time, the number of active threads needs to be tracked down, that is, the number of threads that do not busy wait in either the CL or the Begging List. A thread is forbidden to enter CL and busy wait, if it sees that there is only one (i.e., itself) active thread; instead, it skips CL and attempts to refine the next element in its Poor Element List. Similarly, a thread about to enter the Begging List (because it has no work to do) checks whether or not it is the only active thread at this moment, in which case, it awakes a thread from the CL, before it starts idling for extra work. In this simple way, the absence of livelocks and deadlocks are guaranteed, since threads always block in case of a rollback and there will always be at least one active thread.

5.4 Comparison

For this case study, we evaluated each CM on the CT abdominal atlas of IRCAD Laparoscopic Center (http://www.ircad.fr/) using 128 and 256 Blacklight cores (see Table 2 for its specification). The final mesh consists of about 150 $10^6$ tetrahedra. The single-threaded execution time on Blacklight was 1,080 seconds. See Table 1.

There are three direct sources of wasted cycles in our algorithm, and all of them are shown in Table 1. The contention overhead time is the total time that threads spent busy-waiting on a Contention List (or busy-waiting for a random number of seconds as is the case of Random-CM) and accessing the Contention List (in case of Global-CM). The load balance overhead time is the total time that threads spent busy-waiting on the Begging List waiting for more work to arrive (see Section 4) and accessing the Begging List. Lastly, the rollback overhead time is the total time that threads had spent for the partial completion of an operation right before they decided that they had to discard the changes and rollback.

The Aggressive-CM is missing for both core counts, and the Random-CM is missing from the 256-core experiment, because they were stuck in a livelock. Indeed, we experimentally found that they did not make any progress for more than 1 hour, a scenario of livelock.

Observe that Global-CM greatly reduced the number of rollbacks and the associated wasted cycles, as compared to the standard Contention Manager used in the literature. Random-CM encounters a rollback 50% of the total oper-

| Table 1: Comparison among Contention Managers (CM). Global-CM greatly reduced the number of rollbacks and the overhead time. |
| --- | --- | --- |
| execution time | 128 cores | 256 cores |
| Global-CM | 64s | 23s |
| Random-CM | 4,317s | 1,183s |
| rollback overhead | 865s | 281s |
| Global-CM | 64s | 23s |
| Random-CM | 3,054s | 1,183s |
| rollback overhead | 595s | 3s |
| Global-CM | 865s | 281s |
| Random-CM | 984s | 3s |
| rollback overhead | 984s | 3s |
| total overhead | 5,703s | 3,383s |
| speedup | 16.9 | 14.7 |
| Global-CM | 595s | 23s |
| Random-CM | 3,054s | 1,183s |
| rollback overhead | 595s | 3s |
| Global-CM | 865s | 281s |
| Random-CM | 3,054s | 1,183s |
| rollback overhead | 595s | 3s |
| total overhead | 5,703s | 3,383s |
| speedup | 16.9 | 14.7 |
| Global-CM | 64s | 23s |
| Random-CM | 4,317s | 1,183s |
| rollback overhead | 865s | 281s |
| Global-CM | 64s | 23s |
Table 2: The specifications of the cc-NUMA machines we used.

<table>
<thead>
<tr>
<th>Model</th>
<th>cores per socket</th>
<th>sockets per blade</th>
<th>blades</th>
<th>memory per socket</th>
<th>max hops</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blacklight</td>
<td>Intel Xeon X7560</td>
<td>8</td>
<td>2</td>
<td>128</td>
<td>64GB</td>
</tr>
<tr>
<td>CRTC</td>
<td>Intel Xeon X5690</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>48GB</td>
</tr>
</tbody>
</table>

6.1 Hierarchical Work Stealing (HWS)

We can directly control the size of the problem (i.e., the number of tetrahedra created per second across the runs). Specifically, let us define with Elements(n) and Time(n), the number of elements created and the time elapsed, when n threads are employed. Then, the speedup is defined as $\delta(n) = \frac{\text{Time}(1)}{\text{Time}(n) \times \text{Elements}(1)}$. With n threads, a perfect speedup would be equal to n [30].

We can directly control the size of the problem (i.e., the number of generated tetrahedra) via the parameter $\delta$ (see Section 3). This parameter sets an upper limit on the volume of the tetrahedra generated. With a simple volume

6.2 Strong Scaling Results

Figure 3 shows the strong scaling experiment demonstrating both the Random Work Stealing (RWS) load balance and the Hierarchical Work Stealing (HWS). The input image we used is the CT abdominal atlas obtained by IRCAD Laparoscopic Center (http://www.ircad.fr/). The final mesh generated consists of $147 \times 10^6$ elements. On a single Blacklight core, the execution time was 1300 seconds.

Observe that the speed-up of RWS deteriorates by a lot for more than 64 cores (see the green line in Figure 3a). In contrast, HWS manages to achieve a (slight) improvement even on 176 cores. This could be attributed to the fact that the number of inter-blade (i.e., remote) accesses are greatly reduced by HWS (see Figure 3b), since begging threads are more likely to get poor elements created by threads of their own socket and blade first. Clearly, this reduces the communication involved when a thread reads memory residing in a remote memory bank. Indeed, on 176 cores, 98% of all the number of times threads asked for work, they received it from a thread of their own blade, yielding a 42% reduction in inter-blade accesses, as Figure 3b shows.

Figure 3c shows the breakdown of the overhead time per thread for HWS across runs. Note that since this is a strong scaling case study, the ideal behavior is a linear increase of the height of the bars with the respect to the number of threads. Observe, however, that the overhead time per thread is always below the overhead time measured on 16 threads. This means that Global-CM and the Hierarchical Work Stealing method (HLB) are able to serve threads fast and tolerate congestion efficiently on runtime.

6.3 Weak Scaling Results

In this section, we present the weak scaling performance of P12M on the CT abdominal atlas (http://www.ircad.fr/softwares/3Dircad2/3Dircad2/3Dircad2.2.zip). Other inputs (the knee [48] and the brain atlas [55] for example) exhibit similar results on comparable mesh sizes. We do not report them here, because of space limitations.

We measure the number of tetrahedra created per second across the runs. Specifically, let us define with Elements(n) and Time(n), the number of elements created and the time elapsed, when n threads are employed. Then, the speedup is defined as $\delta(n) = \frac{\text{Time}(1)}{\text{Time}(n) \times \text{Elements}(1)}$. With n threads, a perfect speedup would be equal to n [30].

We can directly control the size of the problem (i.e., the number of generated tetrahedra) via the parameter $\delta$ (see Section 3). This parameter sets an upper limit on the volume of the tetrahedra generated. With a simple volume

Figure 2: The 3-layer Hierarchical Work Stealing design. Threads ask work from their closest candidates first.
Indeed, CGAL took 548.21 seconds to generate a similarly-sized mesh (1.00 × 10^7 tetrahedra) with comparable quality and fidelity to ours (see Figure 1). Therefore, during the early stages of refinement, the problem does not behave as a weak scaling case study, but as a strong scaling one: more threads, but in fact the same size, which renders our application a very challenging problem. See Figure 4 for an illustration of the 176-core experiment of Table 3. X-axis shows the wall-time clock of the execution. The Y-axis shows the total number of seconds that threads have spent on useless computation (i.e., rollback, contention, and load balance overhead, see Section 5.4) so far, cumulatively. The more straight the lines are, the more useful work the threads perform. Rapidly growing lines imply lack of parallelism and intense contention. Observe that in the first 14 seconds of refinement, there is high contention and severe load imbalance. Nevertheless, even in this case, 7 Million Elements per second of execution, threads have not been doing useful work so far for y seconds all together. Nevertheless, our performance deteriorates beyond this core count. We claim that the main reason of this degradation is not the overhead cycles spent on rollbacks, contention lists, and begging lists (see Section 5.4), but the congested network responsible for the communication. Below, we support our claim.

Table 3: Weak scaling performance. Across runs, the number of elements per thread remains approximately constant.

<table>
<thead>
<tr>
<th>#Threads</th>
<th>Elements per second</th>
<th>Efficiency</th>
<th>Overhead</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.37E+07</td>
<td>100.00%</td>
<td>71.9%</td>
<td>100.00%</td>
</tr>
<tr>
<td>2</td>
<td>1.14E+07</td>
<td>100.00%</td>
<td>71.9%</td>
<td>100.00%</td>
</tr>
<tr>
<td>4</td>
<td>6.73E+06</td>
<td>100.00%</td>
<td>71.9%</td>
<td>100.00%</td>
</tr>
<tr>
<td>8</td>
<td>3.37E+06</td>
<td>100.00%</td>
<td>71.9%</td>
<td>100.00%</td>
</tr>
<tr>
<td>16</td>
<td>1.69E+06</td>
<td>100.00%</td>
<td>71.9%</td>
<td>100.00%</td>
</tr>
<tr>
<td>32</td>
<td>8.42E+05</td>
<td>100.00%</td>
<td>71.9%</td>
<td>100.00%</td>
</tr>
<tr>
<td>64</td>
<td>4.21E+05</td>
<td>100.00%</td>
<td>71.9%</td>
<td>100.00%</td>
</tr>
<tr>
<td>128</td>
<td>2.10E+05</td>
<td>100.00%</td>
<td>71.9%</td>
<td>100.00%</td>
</tr>
<tr>
<td>256</td>
<td>1.05E+05</td>
<td>100.00%</td>
<td>71.9%</td>
<td>100.00%</td>
</tr>
<tr>
<td>512</td>
<td>5.23E+04</td>
<td>100.00%</td>
<td>71.9%</td>
<td>100.00%</td>
</tr>
<tr>
<td>1024</td>
<td>2.62E+04</td>
<td>100.00%</td>
<td>71.9%</td>
<td>100.00%</td>
</tr>
<tr>
<td>2048</td>
<td>1.31E+04</td>
<td>100.00%</td>
<td>71.9%</td>
<td>100.00%</td>
</tr>
<tr>
<td>4096</td>
<td>6.54E+03</td>
<td>100.00%</td>
<td>71.9%</td>
<td>100.00%</td>
</tr>
<tr>
<td>8192</td>
<td>3.27E+03</td>
<td>100.00%</td>
<td>71.9%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

First of all, notice that the total overhead time per thread increases. Since this is a weak scaling case study, the best that can happen is a constant number overhead seconds per thread. But this is not happening. The reason is that in the beginning of refinement, the mesh is practically empty: only the six tetrahedra needed to fill the virtual box are present (see Figure 1). Therefore, during the early stages of refinement, the problem does not behave as a weak scaling case study, but as a strong scaling one: more threads, but in fact the same size, which renders our application a very challenging problem. See Figure 4 for an illustration of the 176-core experiment of Table 3. X-axis shows the wall-time clock of the execution. The Y-axis shows the total number of seconds that threads have spent on useless computation (i.e., rollback, contention, and load balance overhead, see Section 5.4) so far, cumulatively. The more straight the lines are, the more useful work the threads perform. Rapidly growing lines imply lack of parallelism and intense contention. Observe that in the first 14 seconds of refinement, there is high contention and severe load imbalance. Nevertheless, even in this case, 176 threads were doing useful work, i.e., the threads were working on their full capacity.

However, this overhead time increase cannot explain the performance deterioration. See for example the numbers on 176 threads. 176 threads run for 180.96s each, and, on the average, they do useless work for 8.54s each. In other words, if there were no rollbacks, no contention list overhead, and no load balancing overhead, the execution time would have to be 180.96s−8.54s = 172.42s. 172.42s, however, is far from the ideal 100.8s (that the first column with 1 thread shows) by 172.42s−100.8s = 71.62s. Therefore, while rollbacks, contention management, and load balancing introduce a merely 8.54s overhead, the real bottleneck is the 71.62s overhead spent on memory (often remote) loads/stores. Nevertheless, we verified that the number of remote accesses, LLC, and TLB misses remain constant per thread across runs, which is the ideal scenario: our Hierarchical Load Balancer (HLB) suppresses successfully excessive remote accesses thus achieving better data locality. Since, however, the problem size increases linearly with respect to the number of threads, either the communication traffic per network switch increases across runs, or it goes through a higher number of hops (each of which adds a 2,000 cycle latency penalty [1]), or both. It seems that after 144 cores, this pressure on the switches slows performance down. A hybrid approach [22] able to scale for larger network hierarchies is left for future work.
Table 4: The single-threaded performance of our algorithm. It includes the extra overhead introduced by synchronization, contention management, and load balancing to support the (potential) presence of other threads.

<table>
<thead>
<tr>
<th>#tetrahedra / seconds</th>
<th>PI2M</th>
<th>CGAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>time</td>
<td>7.1</td>
<td>11.0</td>
</tr>
<tr>
<td>#tetrahedra</td>
<td>368,974</td>
<td>368,077</td>
</tr>
<tr>
<td>max radius-edge ratio</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>smallest boundary planar angle</td>
<td>30°</td>
<td>30°</td>
</tr>
<tr>
<td>(min, max) dihedral angles</td>
<td>(1.6°, 170.2°)</td>
<td>(3.5°, 174.7°)</td>
</tr>
<tr>
<td>Hausdorff distance</td>
<td>10.7 mm</td>
<td>10.3 mm</td>
</tr>
</tbody>
</table>

Figure 5: The 368,974 element mesh generated by PI2M with input image the MRI knee atlas [48].

Hyper-threading suffers from the same memory congestion with one exception: the slow-down happens in a lower core count, a fact that needs further investigation. Nevertheless, for low core counts, we obtain a considerable improvement: on 64 cores (128 threads), the execution time is 70.8s, a 30% time decrease compared to the 64 non hyper-threaded core experiment of Table 3.

7 Single-threaded evaluation

In this section, we show that our single-threaded execution time, although it introduces extra overhead due to locking, synchronization, contention management bookkeeping (see Section 5), and hierarchical load balance (see Section 6.1), it is faster than and has similar quality to CGAL, the quickest state-of-the-art Delaunay Isosurface-based mesh generator we are aware of.

See Table 4. For this case study, we set the sizing parameters of CGAL to values that produced meshes of similar size with ours. Observe that the resulting meshes are of similar quality and that the single-threaded PI2M is 35% faster than CGAL. Our timing includes the 1.2 seconds needed for the computation of the Euclidean Distance Transform (see Section 3).

The input image used in this study is the 48-tissue MRI knee atlas freely available at [48]. Other input images yielded the same results: PI2M generates meshes of similar quality to CGAL’s and 35% faster. Figure 5 illustrates the mesh generated by PI2M. We used CRTC (see Table 2 for its specifications) for this case study.

8 Discussion, Conclusions, and Future Work

In this paper, we present PI2M: the first parallel Image-to-Mesh (PI2M) Conversion Isosurface-based algorithm and its implementation. Starting directly from a multi-label segmented 3D image, it is able to recover and mesh both the iso-surface ∂O with geometric and topological guarantees (see Theorem 1) and the underlying volume O with quality elements.

This work is different from parallel Triangulators [8, 11, 12, 27], since parallel mesh generation and refinement focuses on the quality of elements (tetrahedra and facets) and the conformal representation of the tissues’ boundaries/iso-surfaces by computing on demand the appropriate points for insertion or deletion. Parallel Triangulators tessellate only the convex hull of a set of points.

Our tightly-coupled method greatly reduces the number of rollbacks and scales up to a much higher core count, compared to the tightly-coupled method our group developed in the past [42]. The data decomposition method [20] does not support Delaunay removals, a technique that it is shown to be effective in the sequential mesh generation literature [26, 28]. The extension of partially-coupled [18] and decoupled [37] methods to 3D is a very difficult task, since Delaunay-admissible 3D medial decomposition is an unsolved problem. On the contrary, our method does not rely on any domain decomposition, and could be extended to arbitrary dimensions as well. Indeed, we plan to extend PI2M to 4 dimensions and generate space-time elements (needed for spatio-temporal simulations [9, 47]) in parallel, thus, exploiting parallelism in the fourth dimension.

Our code is highly optimized through carefully designed contention managers, and load balancers which take advantage of NUMA architectures. Our Global Contention Manager (Global-CM) provably eliminates deadlocks and live-locks and, at the same time, reduces the number of rollbacks by a factor of 17 compared to the standard Random technique found in the literature. Global-CM also reduced the number of wasted cycles by a factor of 4.8, improving energy-efficiency by avoiding energy waste because of rollbacks. Our Hierarchical Load Balancer (HLB) sped up the execution by a factor of 1.44 on 176 cores, as a result of a 42% remote accesses reduction.

All in all, PI2M achieves a strong scaling efficiency of more than 82% on 64 cores. It also achieves an excellent weak scaling efficiency of more than 95% on up to 144 cores. Other input images yielded very similar results. Because of the limited space, we do not report them here. We are not aware of any 3D parallel Delaunay mesh refinement algorithm achieving such a performance.

It is worth noting that PI2M exhibits excellent single-threaded performance. Despite the extra overhead associated with synchronization, contention management, and load balancing, PI2M generates meshes 35% faster than CGAL and with similar quality.

Recall that in our method, threads spend time idling on the contention and load balancing lists. And this is necessary in our algorithm for correctness and performance efficiency. This fact offers great opportunities to control the power consumption, or alternatively, to maximize the Elements / second ratio. Since idling is not the time critical component in our algorithm, the CPU frequency could be decreased during such an idling. Nevertheless, the appropriate frequency drop, the amount of idling, and performance is a trade-off, and its investigation is left as future work.

As already explained, for core counts higher than 144, weak scaling performance deteriorates because communication traffic (per switch) is more intense and passes through a larger number of hops. In the future, we plan to increase scalability by employing a hierarchically layered (distributed and shared memory) implementation design [22] and combine this tightly-coupled method with the decoupled and
partially coupled methods we developed in the past, exploring in this way different levels of concurrency.
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